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 دایره اخلاقی چیست و چرا اهمیت دارد؟■
دایره اخلاقی مجموعه موجوداتی را توصیف می‌کند که 
ما برای آن‌ها ارزش اخلاقی قائل هستیم. در طول تاریخ، 
جوامع دایره‌هایی محدود ترسیم می‌کردند و زنان، افراد 
غیر سفیدپوست، افــراد دارای معلولیت و دیگران را از 
جایگاه کامل انسانی محروم می‌نمودند. به مرور زمان، 
جنبش‌های عــدالــت‌خــواهــانــه بــه درســتــی بــر گسترش 
این دایــره برای شمول همه انسان‌ها استدلال کرده‌اند. 
امروزه، بسیاری معتقدند باید این گسترش را ادامه داده 
و ملاحظات اخلاقی را به حیوانات، اکوسیستم‌ها و حتی 
احتمالاً هوش مصنوعی تعمیم دهیم. این استدلال‌ها 
ارزش توجه جدی را دارند، زیرا موجودات خارج از این دایره 
در معرض بهره‌کشی و نابودی هستند. با گسترش دیدگاه 
خــود، می‌توانیم آسیب‌های پنهان را شناسایی کنیم، 
نهادهایی بسازیم که از آسیب‌پذیران محافظت کنند و 
سیاست‌هایی طراحی کنیم که رفاه را در جوامع و نسل‌ها 
ترویج دهند. گسترش دایره اخلاقی آرمانی بلندپروازانه 
است، اما اگر خواهان جهانی عادلانه‌تر و پایدارتر هستیم، 

ممکن است ضروری نیز باشد.

 در مورد اختلاف نظرهای اخلاقی و عدم قطعیت درباره ■
جایگاه اخلاقی و عمل درست چه می‌توان گفت؟

اخــتــاف نظر اخــاقــی اجتناب‌ناپذیر اســـت. بــرخــی بر 
»حساسیت« )توانایی احساس لذت و رنج( به عنوان پایه 
جایگاه اخلاقی تأکید می‌کنند، در حالی که برخی دیگر بر 
»عاملیت« )توانایی تعیین و دنبال کردن اهداف( تأکید 
دارند. به طور مشابه، برخی نظریه‌های اخلاقی به کمک به 
دیگران گرایش دارند، در حالی که برخی دیگر بر پرهیز از 
آسیب متمرکزند. این دیدگاه‌ها به قضاوت‌های متفاوتی 
دربــاره اینکه چه کسانی مهم هستند و ما چه تعهداتی 
در قبال آن‌ها داریم، منجر می‌شوند. اما هنوز اتفاق نظر 
گسترده‌ای بر چند نکته کلیدی وجود دارد: باید از آسیب 
زدن به موجوداتی که دارای احساس و عاملیت هستند 
پرهیز کنیم و زمــانــی کــه آسیب می‌زنیم، باید درصــدد 
جبران آن برآییم. خواه اصل راهنمای ما جلوگیری از رنج 
باشد یا احترام به خودمختاری، نتیجه یکسان است: 
دلایل محکمی داریم تا آسیب اجتناب‌پذیر به کسانی که 
می‌توانند احساس کنند یا عمل کنند را کاهش دهیم. این 
بنیان مشترک، حتی در حالی که مباحث درباره محدوده 
کــامــل جــایــگــاه اخــاقــی و بهترین نظریه کلی اخلاقی 
ادامــه دارد، زمینه مشترکی برای پیشرفت در اختیار ما 

می‌گذارد.

 در مورد اختلاف نظر علمی و عدم قطعیت درباره اینکه ■
کــدام مــوجــودات دارای احــســاس هستند و اقــدامــات ما 

چگونه بر آن‌ها تأثیر می‌گذارد، چه می‌توان گفت؟
اختلاف‌نظرهای علمی تصویری مشابه مناقشات اخلاقی 
ارائــه می‌دهند. برای مثال، برخی پژوهشگران استدلال 
می‌کنند که احساس‌دار بودن مستلزم داشتن مغز، بدن 
و تاریخ تکاملی مشابه ماست. برخی دیگر معتقدند که 
صرفاً نیازمند انــواع خاصی از پــردازش اطلاعات است. 
این مسئله عدم قطعیت واقعی درباره اینکه آیا حیوانات 
خاص یا سامانه‌های هوش مصنوعی ممکن است قادر به 
رنج کشیدن باشند، باقی می‌گذارد. از جنبه تأثیرگذاری، 
برخی استدلال می‌کنند اقدامات فردی - مانند تغییر رژیم 
غذایی یا نحوه رأی‌دادن - هیچ تأثیری بر نظام‌های جهانی 
ندارد. دیگران معتقدند این اقدامات در ترکیب با یکدیگر، 
تأثیرات جمعی ایجاد می‌کنند. این مناظره‌ها پیچیده 
است و هرچند افراد منطقی ممکن است به سمتی گرایش 
داشته باشند، باز نگه داشتن ذهن و باقی گذاشتن جایی 
بــرای تردید مفید اســت. حتی اگر من مطمئن باشم که 
حشرات و سامانه‌های هوش مصنوعی قادر به رنج کشیدن 
نیستند و رفتار فردی من تأثیری بر نظام‌های جهانی ندارد، 

باید امکان اشتباه بودن این دیدگاه را در نظر بگیرم.

 در مواجهه با این اختلاف‌نظرها و عدم قطعیت‌ها چگونه باید ■
عمل کنیم؟

از آنجا که مناظرات علمی و اخلاقی پیچیده و مورد مناقشه 
هستند، نباید انتظار پاسخ‌های روشنی در آینده نزدیک 
داشت. با این حال، عدم قطعیت دلیلی برای تأخیر در اقدام 
نیست. برعکس، دلیلی است برای اقدام محتاطانه. هنگامی 
که احتمال واقعی وجود دارد که انتخاب‌های ما ممکن است 
آسیب جدی‌ای - چه به انسان‌ها، حیوانات یا حتی سامانه‌های 
هوش مصنوعی - وارد کند، باید گام‌های متناسبی برای کاهش 
این ریسک‌ها برداریم. برای مثال، اگر مرغ‌ها، ماهی‌ها، حشرات 
یا چت‌بات‌ها ممکن است توانایی رنج کشیدن داشته باشند، 
باید از اقداماتی که به طور محتمل موجب رنج آن‌ها می‌شود 
پرهیز کنیم. همزمان، باید آماده به‌روزرسانی دیدگاه‌های خود 
با ظهور شواهد جدید باشیم. این رویکرد احتیاطی به ما امکان 
می‌دهد احتمال اشتباهات فاجعه‌بار را کاهش دهیم و در عین 
حال انعطاف لازم برای آینده را حفظ کنیم. به طور خلاصه، عدم 
قطعیت درباره مسائل مهم باید ما را به سمت اقدام مسئولانه و 

سنجیده سوق دهد، نه نادیده‌گیری یا بی‌عملی.

 پیامدهای ایــن دیدگاه بــرای حشرات و سامانه‌های هوش ■
مصنوعی چیست؟

به نظر من باید حداقل مقداری ملاحظه اخلاقی برای همه 
مهره‌داران، بسیاری از بی‌مهرگان و برخی سامانه‌های هوش 

مصنوعی در آینده نزدیک قائل شویم.
 شواهد نشان می‌دهد حشرات و دیگر بی‌مهرگان ممکن 
است دارای قابلیت‌هایی برای احساس یا عاملیت باشند، 
حتی اگر متفاوت از ما باشد. به طور مشابه، برخی سامانه‌های 
پیشرفته هوش مصنوعی در حال نشان دادن توانایی‌های 
شناختی پیچیده‌ای هستند که ممکن است روزی نگرانی‌هایی 
درباره رفاه آن‌ها ایجاد کند. در عصر انسان، انسان‌ها بیش از 
هر زمان دیگری زندگی این موجودات را از طریق کشاورزی، 
زیرساخت‌ها، تغییرات اقلیمی، همه‌گیری‌ها، فناوری و موارد 
دیگر شکل می‌دهند. این بدان معناست که انتخاب‌های ما 
همواره -چه مستقیم و چه غیرمستقیم- ریسک‌های جدی 

برای غیرانسان‌ها ایجاد می‌کند. 
حتی اگر احتمال احساس‌دار بودن یا عاملیت آن‌ها کم باشد، 
هزینه‌های بالقوه به اندازه‌ای بالا است که باید این احتمالات را 
در تصمیم‌گیری‌ها در نظر بگیریم. چنین رویکردی به ما کمک 
می‌کند از رنج‌های غیرضروری اجتناب کنیم و اطمینان حاصل 
کنیم که نظام‌های ما به مرور زمان از نظر اخلاقی صحیح عمل 

می‌کنند.

 چگونه باید به سیاست‌های مرتبط با کشاورزی و زیرساخت‌ها ■
روی آوریم؟

کشاورزی و زیرساخت‌ها زندگی انسان‌ها، حیوانات و محیط 
زیست را شکل می‌دهند. دامداری صنعتی مقادیر عظیمی 
غذا تولید می‌کند، اما به بهای گــزاف: میلیاردها حیوان در 
محصوریت زندگی می‌کنند، کــارگــران با شرایط خطرناک 
مــواجــه‌انــد و جــوامــع انسانی بــا خــطــرات آلــودگــی و بیماری 
دست‌به‌گریبان هستند. پــروژه‌هــای زیرساختی نیز اغلب 
زیستگاه‌ها را نابود ، اکوسیستم‌ها را تکه‌تکه و تغییرات 
اقلیمی را تشدید می‌کنند. به دلیل ایــن مشکلات، ما به 
یک گذار عادلانه به سمت سیستم‌های غذایی گیاه‌محور و 
زیرساخت‌های دوستدار حیات وحش نیاز داریم. غذاهای 
گیاهی و کشت‌شده می‌توانند رنج حیوانات، خطرات سلامت 
عمومی و آسیب زیست‌محیطی را کاهش دهند. گذرگاه‌های 
حیات وحش و انــرژی‌هــای تجدیدپذیر می‌توانند از حیات 
وحــش و تنوع زیستی محافظت و در عین حــال از جوامع 

انسانی پشتیبانی کنند. 
این اصلاحات می‌توانند برای انسان‌ها و غیرانسان‌ها سودمند 
باشند: با طراحی سیستم‌هایی که به طور همزمان به انسان‌ها، 
حیوانات و سیاره زمین سود می‌رسانند، می‌توانیم نیازهای 
انسانی را کارآمدتر برآورده کنیم و در عین حال خطرات برای 

غیرانسان‌ها و نسل‌های آینده را کاهش دهیم.

 چگونه باید به سیاست‌های مرتبط با توسعه هوش مصنوعی ■
روی آوریم؟

توسعه هوش مصنوعی ریسک‌ها و منافعی برای انسان‌ها، 
حیوانات و بالقوه برای خود سامانه‌های هوش مصنوعی ایجاد 
می‌کند. سیاست‌های فعلی تقریباً به طــور کامل بر امــن و 
سودمند کردن هوش مصنوعی برای انسان‌ها متمرکز است که 
ضروری اما ناکافی است. ما همچنین باید ریسک‌ها و منافع 
برای حیوانات را در نظر بگیریم و همزمان برای این امکان آماده 
شویم که روزی سامانه‌های هوش مصنوعی نیز ممکن است 
سزاوار توجه اخلاقی شوند. گام‌های اولیه شامل به رسمیت 
شناختن رفاه هوش مصنوعی به عنوان یک مسئله مشروع، 
توسعه روش‌هایی برای ارزیابی ویژگی‌های مرتبط با رفاه در 
سامانه‌های هوش مصنوعی و ایجاد سیاست‌ها و رویه‌هایی 
برای رفتار با سامانه‌های هوش مصنوعی با میزان مناسب 
ملاحظه اخلاقی اســت. اگــر تا زمانی که هــوش مصنوعی 
پیشرفته‌تر و گسترده‌تر شود منتظر بمانیم، خطر مواجهه 
ناآماده - مانند آنچه در تغییرات اقلیمی رخ داد - ما را تهدید 
ــدام اکنون می‌تواند توسعه فناوری را با اهــداف  می‌کند. اق

گسترده‌تر عدالت و پایداری همسو کند.

 امروزه چگونه باید درباره استثناگرایی انسان‌محور بیندیشیم؟■
استثناگرایی انسان‌محور این دیدگاه است که انسان‌ها همیشه 
مهم‌ترین هستند و همیشه اولویت دارند. به نظر من این دیدگاه 
نادرست اســت، اما معتقدم حــاوی بخشی از حقیقت نیز 
هست. انسان‌ها واقعاً ظرفیت‌ها و آسیب‌پذیری‌های متمایزی 
دارند که توجه ویژه به خودمان را توجیه می‌کند و در حال حاضر 
اولــویــت‌دادن به شکوفایی انسان منطقی است، زیرا این ما 
هستیم که تصمیم می‌گیریم. اما در عین حال، ما این توانایی 
را داریم که بسیار کمتر از امروز به غیرانسان‌ها آسیب بزنیم و 
بسیار بیشتر به آن‌ها کمک کنیم. به همین دلیل، معتقدم ما 
هم فرصت و هم مسئولیت داریم که رفتار خود با غیرانسان‌ها 
را بهبود بخشیم، حتی در حالی که انسانیت را در اولویت قرار 
می‌دهیم و در آینده، ممکن است بتوان جهان‌هایی آفرید که 
در آن‌ها انسان‌ها، حیوانات و شاید حتی سامانه‌های هوش 
مصنوعی بتوانند به شیوه‌هایی که امروز تنها می‌توانیم آغاز به 

تصور آن کنیم، در کنار هم شکوفا شوند.

ــعــاره »دایــــــره« خــطــر تــقــویــت تــقــســیــم‌بــنــدی‌هــا و ■ ــا اســت  آیـ
طردشدگی‌ها را دارد؟

این نکته منصفانه‌ای است، زیرا یک دایره می‌تواند با ایجاد 
مرزی سفت‌وسخت - که برخی موجودات داخل و برخی خارج 
آن هستند - تقسیم‌بندی‌ها را تقویت کند. با این حال، پرسش 
از اینکه مرزهای اخلاقی را کجا و چگونه ترسیم کنیم همچنان 
می‌تواند مفید باشد، زیرا به طور محتمل تفاوت‌های مهمی 
- مثلاً بین موجودات قادر به رنج و موجودات غیرقادر به رنج - 
وجود دارد. اما حتی اگر چنین خطی ترسیم کنیم، باید از تأکید 
بیش از حد بر آن پرهیز کنیم. اولاً، ممکن است تفاوت‌های 
اخلاقاً معناداری میان کسانی که داخل دایره هستند - مانند 
تفاوت بین انسان و سایر حیوانات - وجود داشته باشد که 
نیازمند تمایزات اخلاقی بیشتری است. ثانیاً، ممکن است 
شباهت‌های مهمی بین شامل‌شدگان و طردشدگان وجود 
داشته باشد که به ما امکان می‌دهد شیوه‌های اضافی برای 
اهمیت‌داشتن را به رسمیت بشناسیم. به این دلایل، بهتر 
است استعاره دایره به عنوان ابزاری برای هدایت تأملات در 
نظر گرفته شود، نه به عنوان نقشه‌ای ثابت که دقیقاً مشخص 
کند کدام موجودات مهم هستند و دقیقاً چگونه مهم هستند.

 آیا رفتار کردن با موجودات بیش از حد به عنوان موجودات ■
دارای اهمیت اخلاقی، خطراتی دارد؟

بله، در هر دو طرف خطراتی وجود دارد. هر دو اشتباه می‌توانند 
مضر باشند: کم‌توجهی به جایگاه اخلاقی می‌تواند ما را به 
نادیده‌گرفتن رنج سوژه‌های آسیب‌پذیر سوق دهد، در حالی 
که بیش‌توجهی به جایگاه اخلاقی می‌تواند به تخصیص 
نادرست منابع محدود یا شکل‌گیری پیوندهای اجتماعی و 

عاطفی نامناسب بینجامد. هر دو اشتباه نیز ممکن است 
در موقعیت‌های مختلف رخ دهند: کم‌توجهی به‌ویژه زمانی 
خطرناک است که غیرانسان‌ها ظاهر و رفتاری متفاوت از 
ما داشته باشند و ما آن‌ها را چون کالا ببینیم، در حالی که 
بیش‌توجهی زمانی خطر دارد که غیرانسان‌ها شبیه ما به نظر 
برسند و عمل کنند و ما آن‌ها را چون همدم ببینیم. در ادامه، 
چالش این است که تعادلی برقرار کنیم: احتمال وجود جایگاه 
اخلاقی را جدی بگیریم، بدون اینکه شتاب‌زده آن را در همه جا 
فرض کنیم. این به معنای هدف‌گیری تناسب - دادن نه کمتر و 
نه بیشتر، بلکه به اندازه مناسب وزن اخلاقی با توجه به بهترین 

شواهد و استدلال‌های موجود - است.

 آیا اتخاذ رویکرد تک‌موضوعی در دفاع از حقوق حیوانات یا ■
هوش مصنوعی خطراتی دارد؟

بله. حقوق بشر، رفاه حیوانات، رفاه هوش مصنوعی، سلامت 
عمومی و محیط زیست به شدت به هم پیوسته‌اند. رویکرد 
تک‌موضوعی خطر ساده‌انگاری این تعاملات و از دست دادن 
فرصت‌های دستیابی به منافع مشترک را به همراه دارد. برای 
مثال، دامداری صنعتی تنها یک مسئله رفاه حیوانات نیست، 
بلکه محرک همه‌گیری‌ها و تغییرات اقلیمی نیز هست. به همین 
ترتیب، توسعه هوش مصنوعی با آزادی و امنیت سیاسی و 
اقتصادی پیوند دارد. به همین دلیل من از رویکرد »یک سلامت، 
یک رفاه« حمایت می‌کنم که بر پیوند سلامتی و رفاه انسان، 
غیرانسان و محیط زیست تأکید مـــی‌ورزد. با جست‌وجوی 
راه‌حل‌هایی که به طور همزمان به چندین گروه سود می‌رساند، 
می‌توانیم از مــعــاوضــه‌هــای دشـــوار اجتناب و ائتلاف‌های 
گسترده‌تری برای تغییر ایجاد کنیم. دفاع تک‌موضوعی می‌تواند 
آگاهی را افزایش دهد، اما برای پیشرفت واقعی به راهبردهای 
یکپارچه‌ای نیاز داریم که پیچیدگی این چالش‌ها را تصدیق کرده 

و اصلاحات با فواید گسترده را دنبال کنند.

 آیــا دنبال کــردن اصلاحات تدریجی به جــای دگرگونی‌های ■
رادیکال خطراتی دارد؟

بله. اصلاحات تدریجی در صــورت دنبال شدن به صورت 
مجزا، تنها پیشرفت محدودی ایجاد می‌کنند. برای مثال، 
بهبود استانداردهای رفاهی در دامداری صنعتی ممکن است 
برخی رنج‌ها را کاهش دهد، اما در نهایت از صنعتی پشتیبانی 
می‌کند که به شکلی گسترده به انسان‌ها، حیوانات و سیاره 
آسیب می‌زند. با این حال، رویکردهای میانه‌رو و رادیکال در 
دفاع می‌توانند در صورت پیگیری همزمان، یکدیگر را تقویت 
کنند. دفــاع رادیکال می‌تواند کانون بحث را جابه‌جا کند و 
اصلاحات میانه‌رو را در مقایسه معقول و دست‌یافتنی جلوه 
دهد. دفاع میانه‌رو نیز به نوبه خود می‌تواند هدف‌ها را جابه‌جا 
و شتابی برای تغییرات بلندپروازانه‌تر در آینده ایجاد کند. کلید 
کار، پیگیری همزمان هر دو رویکرد است: استفاده از دفاع 
میانه‌رو برای کاهش رنج امروز و دفاع رادیکال برای ساختن 

نظام‌های عادلانه برای آینده.

 آیا خطر آسیب‌های غیرمستقیم ناشی از مداخلات خوش‌نیت ■
وجود دارد؟

بله و باید آن را جدی بگیریم. تلاش برای بهبود زندگی می‌تواند 
اثـــرات ناخواسته داشــتــه باشد و بــه راحــتــی ممکن است 
درمجموع بیش از فایده، آسیب ایجاد کند. بــرای مثال، 
برنامه‌های تغذیه حیات وحش ممکن است در کوتاه‌مدت 
رنج را کاهش دهد، اما در بلندمدت ثبات اکوسیستم‌ها را بر 
هم زند. به طور مشابه، فناوری‌های جدید می‌توانند برخی 
ریسک‌ها را کاهش دهند و همزمان ریسک‌های جدیدی 
ایجاد کنند. رفــاه حیوانات وحــش به ویــژه چالشی دشــوار 
است، زیرا مداخلات می‌توانند اثرات موج‌داری بر جمعیت‌ها 
داشته باشد که پیش‌بینی آن‌ها سخت است. با این حال، 
پاسخ درســت، تسلیم شــدن نیست، بلکه ایجاد دانــش و 
ظرفیت بهتر است. با سرمایه‌گذاری در پژوهش، آموزش و 
پایش، می‌توانیم پیش‌بینی اثرات غیرمستقیم را یاد گرفته 

و راهبردهای خود را تطبیق دهیم. فروتنی کلیدی است: باید 
بپذیریم که درک ما محدود است و برخی مشکلات دشوارند، 
ــاره آنچه ممکن است در آینده بدست آوریــم،  اما باید درب

ذهنی باز نگه داریم.

 چگونه می‌توانیم کار روی رفاه حیوانات و هوش مصنوعی را ■
توجیه کنیم در حالی که رنج و ستم انسانی ادامه دارد؟

ستم بر انسان و غیرانسان به هم پیوسته است. رفتار ما با 
حیوانات به همه‌گیری‌ها و تغییرات اقلیمی دامن می‌زند که به 
همه ما آسیب می‌زند. به طور مشابه، رفتار ما با سامانه‌های 
هوش مصنوعی، ارزش‌هایی را شکل می‌دهد که این سامانه‌ها 
درونی می‌کنند و ممکن است روزی به ما نیز آسیب برسانند. 
افزون بر این، این ایده که غیرانسان‌ها »پست‌تر« هستند، 
اغلب ریشه مقایسه‌های غیرانسانی‌کننده‌ای است که برخی 
انسان‌ها را نیز »پست‌تر« جلوه می‌دهد. به همین دلیل، من 
آزادی انسان، حیوان و هوش مصنوعی را تقویت‌کننده یکدیگر 
می‌بینم، نه مانعه‌الجمع. پرداختن همزمان به این مسائل به 
ما امکان می‌دهد اصلاحات ساختاری ایجاد کنیم که رنج و 
ستم را در تمامی زمینه‌ها کاهش می‌دهد: از نظام‌های غذایی 
گیاه‌محور گرفته تا زیرساخت‌های دوستدار حیات وحش و 
همکاری انسان و هوش مصنوعی. کار یکپارچه روی این مسائل 
نه‌تنها انحراف از مشکلات انسان‌ها نیست، بلکه یکی از 

مؤثرترین راه‌ها برای پرداختن به این مشکلات است.

 چگونه می‌توانیم بـــدون تـــداوم بخشیدن بــه استعمار یا ■
امپریالیسم، به سمت هماهنگی بین‌المللی کار کنیم؟

این چالشی مهم است. بسیاری از مسائلی که با آن روبه‌رو 
هستیم -  همه‌گیری‌ها، تغییرات اقلیمی، ریسک‌های فناوری - 
مشکلات جهانی هستند که نیازمند هماهنگی بین‌المللی‌اند. 
در عین حال، هماهنگی بین‌المللی می‌تواند ناعادلانه باشد 
اگر کشورهای قدرتمند بر تصمیم‌گیری تسلط یابند. راه پیش 
رو، طراحی نهادهایی است که مشارکتی باشند نه تحمیلی و 
تفاوت‌ها در مسئولیت و آسیب‌پذیری را به رسمیت بشناسند. 
کشورهایی که به لحاظ تاریخی سهم بیشتری در مشکلات 
جهانی داشته‌اند، باید مسئولیت بیشتری برای راه‌حل‌ها 
بپذیرند. به طور مشابه، کشورهایی که به لحاظ تاریخی بیشتر 
تحت تأثیر مشکلات جهانی قرار گرفته‌اند، باید حمایت و 
منافع بیشتری دریافت کنند. این اصل مسئولیت مشترک 
اما متفاوت می‌تواند به اطمینان از منصفانه بودن هماهنگی 
به جای بهره‌کشی کمک کند. بدون این تعادل، هماهنگی 
بین‌المللی خطر بازتولید بی‌عدالتی‌هایی را دارد که سعی در 

حل آن‌ها دارد.

 اگر امروز می‌توانستید یک پیام اخلاقی به جهان برسانید، آن ■
پیام چه می‌بود؟

پیام من ســاده اســت: دیدگاه خود را گسترش دهید دربــاره 
اینکه کدام موجودات ممکن است اهمیت داشته باشند، 
درباره اینکه چگونه ممکن است بر آن‌ها تأثیر بگذاریم و درباره 
اینکه چگونه می‌توانیم این تأثیرات را بهبود بخشیم. انسان‌ها 
ســزاوار احترام هستند، اما بسیاری موجودات دیگر نیز که 
می‌توانند شادی و رنج را تجربه و اهداف خود را تعیین و دنبال 
کنند، سزاوار احترام‌اند. در عصر انسان‌زاد، مشارکت ما در 
نظام‌های گسترده اجتماعی، سیاسی، اقتصادی و فناورانه 
به این معناست که انتخاب‌های ما می‌تواند بر اعضای دیگر 
گونه‌ها، ملت‌ها و نسل‌ها تأثیر بگذارد. گسترش دایره اخلاقی 
ما نشان می‌دهد فعالیت‌هایی مانند کــشــاورزی، توسعه و 
به‌کارگیری هوش مصنوعی چگونه می‌توانند به انسان‌ها، 
حیوانات و محیط زیست آسیب برسانند. همچنین نشان 
می‌دهد اصلاحات می‌تواند منافع گسترده و فراگیر ایجاد کند. 
با درک این وابستگی متقابل رفاه انسان، غیرانسان و محیط 
زیست، می‌توانیم جهانی بسازیم که در آن همه فرصت بهتری 

برای زندگی خوب داشته باشند.
info@ostadiofficial.ir
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هوش مصنوعی هم می‌تواند رنج ببرد؟
مـــحـــمـــدجـــواد اســــتــــادی   در عـــصـــری که 
شاهد تشدید بی‌سابقه تغییرات اقلیمی، 
انــــقــــراض گـــونـــه‌هـــا، صــنــعــتــی شـــــدن رنـــج 
ــنـــاوری‌هـــای هوشمند  حــیــوانــات و ظــهــور فـ
ــدود و مسئولیت‌های  خــودمــخــتــار هستیم، پــرســش از »حــ
اخــاقــی« انــســان دیگر یــک بحث آکادمیک محض نیست؛ 
بلکه بــه معضلی فـــوری و سرنوشت‌ساز تبدیل شــده اســت.
 در چنین بــســتــری، گــفــت‌وگــوی مــا بــا پــروفــســور جــف سِـبو، 
ــردی در دانــشــگــاه نــیــویــورک و  فیلسوف برجسته اخـــاق کــارب
ــه کسی  ــره اخـــاقـــی: چـ ــ ــ ــویــســنــده کـــتـــاب تـــأثـــیـــرگـــذار »دایـ ن
اهــمــیــت دارد، چـــه چــیــزی اهــمــیــت دارد و چــــــرا؟«، تــاش 
ــد.  ــا افـــــق ایـــــن بـــحـــث حـــیـــاتـــی را گـــســـتـــرش دهــ ــ مـــی‌کـــنـــد ت
ــکـــی بـــــر عـــلـــوم  ــتـ ــی نـــظـــام‌مـــنـــد و مـ ــ ــدلالـ ــ ــتـ ــ سِـــــــبـــو بـــــا اسـ
ــور از  ــ ــب ــ ــاســــی، از ضـــــــــرورت ع ــ ــن ــــســــت‌شــ ــتـــی و زی ــنـــاخـ شـ
»انــــســــان‌مــــحــــوری« اخــــاقــــی دفـــــــاع کـــــــرده و دعـــــــوت بــه 
ــازتــعــریــف رادیـــکـــال مــفــهــوم »جــامــعــه اخـــاقـــی« مــی‌کــنــد. ب
در این مصاحبه عمیق، سِـبو تاریخ بشری را تاریخ »گسترش 
دردناک و پرچالش دایره اخلاقی« می‌داند؛ از نفی حقوق بردگان و 
زنان تا به رسمیت شناختن حقوق کودکان و افراد دارای معلولیت.

 بــه بـــاور او، اکــنــون در آستانه »انــقــاب اخــاقــی بــعــدی« قــرار 
داریـــم: شمول اخلاقی موجوداتی که تا دیـــروز »اشــیــا« تلقی 
می‌شدند. او استدلال می‌کند دو معیار کلیدی »حساسیت« 
)توانایی تجربه درد و لذت( و »عاملیت« )توانایی هدف‌گذاری 

ــاشــنــد. بـــر ایـــن پــایــه،  ــاس ایـــن شــمــولــیــت ب ــد اســ ــای و عــمــل( ب
نه‌تنها پــســتــانــداران پیچیده، بلکه بــســیــاری از بی‌مهرگان، 
اکوسیستم‌های زنـــده و حتی ســامــانــه‌هــای هــوش مصنوعی 
آیــنــده کــه ممکن اســت واجـــد شکلی از آگــاهــی یــا هدفمندی 
شوند، واجد »ارزش ذاتــی« و مستحق توجه اخلاقی هستند.
ایــــن نـــگـــاه، پـــیـــامـــدهـــای عــمــلــی گـــســـتـــرده‌ای دارد. سِـــــبــو 
بــه وضـــوح نــشــان مــی‌دهــد چگونه کــشــاورزی صنعتی امـــروز، 
تــنــهــا یـــک مــســئــلــه رفــــاه حــیــوانــات نــیــســت، بــلــکــه حــلــقــه‌ای 
ــجــیــره ایـــجـــاد هــمــه‌گــیــری‌هــا، تــخــریــب محیط  کــلــیــدی در زن
زیــســت و تــهــدیــد ســامــت کـــارگـــران و جــوامــع محلی اســت.

 یا چگونه توسعه فناوری و هوش مصنوعی، بدون درنظرگیری 
تأثیرات اخلاقی گسترده‌تر، می‌تواند به استثمار جدیدی از 
حیوانات، طبیعت و حتی خود انسان‌ها بینجامد. راه حل او، 
حرکت به سمت »طراحی سیستم‌های یکپارچه« است: گذار 
به کشاورزی مبتنی بر پروتئین‌های گیاهی و کشت‌شده، طراحی 
شهرها و زیرساخت‌ها با اولویت حفظ پیوندهای اکولوژیک و وضع 
مقررات »احتیاط‌محور« برای هوش مصنوعی که رفاه بالقوه تمام 
ذی‌نفعان، از جمله خود سامانه‌های هوشمند، را در نظر بگیرد.
سِـبو با شجاعت به دشوارترین انتقادها نیز پاسخ می‌گوید: آیا 
این نگاه، انسان را به حاشیه نمی‌راند؟ او با رد »استثناگرایی 
انسان‌محور« مطلق، بر مسئولیت منحصر به فــرد انسان به 
عنوان عامل تغییر تأکید می‌کند. آیا عدم قطعیت علمی درباره 
آگاهی حیوانات یا هوش مصنوعی، ما را از اقــدام بــازمــی‌دارد؟ 

او »اصـــل احــتــیــاط« را پیش مــی‌کــشــد: در مواجهه 
ــدام پیشگیرانه عــاقــانــه‌تــر اســت.  ــ ــج، اق ــا احــتــمــال رنـ ب

ــراف از  ــ ــحـ ــ ــل، نـــوعـــی انـ ــائـ ــسـ ــه ایـــــن مـ ــ ــــن ب ــت ــرداخــ ــ آیـــــا پ
ــی نــیــســت؟ او اســتــدلال  ــتــی‌هــای انــســان ــی‌عــدال ــارزه بـــا ب ــبـ مـ
ــد و  ــیــوســتــه‌ان ــم پ ــه هـ ــاد بـ ــی ــن ــن ســتــم‌هــا در ب ــ ــه ای مــی‌کــنــد کـ
ــد هــمــه‌جــانــبــه و همبسته بــاشــد. ــای ــرای عـــدالـــت ب ــ ــارزه ب ــبـ مـ
ــبـــردی عملی  ــی اخــاقــی و هــم راهـ پــیــام پــایــانــی او، هــم دعــوت
اســت: »گسترش دیدگاه، تنها راه تضمین آینده‌ای مشترک 
ــت.« ایـــن گــســتــرش، هــمــدلــی بــیــشــتــری طــلــب مــی‌کــنــد،  ــ اسـ
دانـــش بین‌رشته‌ای و شجاعت بازاندیشی در ساختارهای 
اقتصادی و سیاسی را می‌طلبد. جهانی که او ترسیم می‌کند، 
نــه آرمــان‌شــهــری دور از دســتــرس، کــه ضــرورتــی عملی بــرای 
بقای یک سیاره محدود با موجوداتی به هم‌پیوسته است.
هدف از انتشار این مصاحبه، بررسی انتقادی و معرفی یکی از 
جریان‌های فکری پیشرو در فلسفه اخلاق کاربردی معاصر است.
 طرح این دیدگاه‌ها لزوماً به معنای تأیید کامل آن‌هــا نیست، 
بلکه فرصتی برای مواجهه فکری با پرسش‌های بنیادین عصر 
حاضر اســت. ایــن مواجهه می‌تواند ذهنیت فارسی‌زبان را با 
ابعاد جدیدی از بحث‌های جهانی آشنا کند، زمینه‌ساز نقدهای 
سازنده بر اساس مبانی فرهنگی و دینی خودی شود و درنهایت، 
ــاق، علم و سیاست در  بــه غنای گفتمان عمومی دربـــاره اخـ
جامعه ما بینجامد. آشنایی با چنین آراهایی نه برای تقلید، که 
بــرای اندیشیدن عمیق‌تر و انتخاب آگاهانه‌تر ضــروری است.


